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The Theory of Intervention Games for Resource
Sharing in Wireless Communications
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Abstract—This paper develops a game-theoretic framework for
the design and analysis of a new class of incentive schemes called
intervention schemes. We formulate intervention games, propose
a solution concept of intervention equilibrium, and prove its
existence in a finite intervention game. We apply our framework
to resource sharing scenarios in wireless communications, whose
non-cooperative outcomes without intervention yield suboptimal
performance. We derive analytical results and analyze illustrative
examples in the cases of imperfect and perfect monitoring. In the
case of imperfect monitoring, intervention schemes can improve
the suboptimal performance of non-cooperative equilibrium
when the intervention device has a sufficiently accurate monitor-
ing technology, although it may not be possible to achieve the
best feasible performance. In the case of perfect monitoring, the
best feasible performance can be obtained with an intervention
scheme when the intervention device has a sufficiently strong
intervention capability.

Index Terms—Game theory, incentives, intervention, resource
sharing, wireless communications.

I. INTRODUCTION

HEN self-interested users share resources non-

cooperatively, it is common that the resources are
utilized suboptimally from a global point of view [2]. Hence,
overcoming the suboptimal performance of non-cooperative
outcomes poses an important challenge for successful re-
source utilization. The aforementioned phenomenon is widely
observed in wireless communications, where users compete
for radio resources interfering with each other. For the sake
of discussion, consider the following abstract scenario of
resource sharing in communications. First, users determine
their resource usage levels, which in turn determine the service
quality they receive. In general, as the overall usage level
increases, the service quality is reduced due to interference
or congestion. The payoff of a user is determined by its own
usage level as well as the service quality. In such a scenario,
users tend to choose a higher usage level than the socially
optimal one. That is, it is in the self-interest of users to
choose a high usage level, although reducing their usage levels
simultaneously would benefit all of them. In game theory, such
a conflict between private and social interests is modeled as
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the prisoner’s dilemma game. In the literature, it has been
shown that various wireless communication scenarios exhibit a
prisoner’s dilemma phenomenon, including packet forwarding
[3], distributed spectrum allocation [4], and medium access
control (CSMA/CA [5] and slotted Aloha [6]).

Incentive schemes are needed to improve the performance
of non-cooperative outcomes. In this paper, we propose a
class of incentive schemes based on the idea of intervention.
Implementing an intervention scheme requires an intervention
device that is able to monitor the actions of users and to affect
their resource usage. An intervention manager first chooses
an intervention rule used by the intervention device, and
then users choose their actions knowing the intervention rule
chosen by the manager. After observing a signal about the
actions of users, the intervention device chooses its action
according to the intervention rule. The manager chooses an
intervention rule to maximize his payoff, anticipating the
rational behavior of users given the intervention rule. The
payoff of the manager can be considered as a measure of the
system performance, which can incorporate various efficiency
and fairness criteria. We formulate the interaction between
users and a manager as an intervention game and propose a
solution concept called intervention equilibrium. Intervention
equilibrium predicts the outcome of an intervention game in
terms of an intervention rule chosen by the manager and an
operating point chosen by users.

Intervention can be classified into two types, called type
1 and type 2, depending on how the intervention device
acts in the system relative to users. In type-1 intervention,
the intervention device acts in a symmetric way as users
do while having the ability to monitor the actions of other
users. An example of type-1 intervention can be found in [7]
and [8], which consider a random access network where an
intervention device interferes with other users by transmitting
its packets after obtaining information about the transmission
probabilities of users. In type-2 intervention, the intervention
device acts as a gatekeeper which can control the service
quality received by users. An example of type-2 interven-
tion can be found in [9] and [10]. [9] analyzes scheduling
mechanisms where a scheduler assigns different priorities to
traffic flows depending on their input rates, and [10] considers
a packet dropping mechanism where the server determines
the probability of dropping packets as a function of the total
arrival rate. The two types of intervention can be applied to
the aforementioned resource sharing scenario, as schematically
shown in Fig. 1.

The goal of intervention schemes to improve the perfor-
mance of non-cooperative outcomes is illustrated in Fig. 2
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Users choose their resource usage levels.

Type-1 intervention: The
intervention device affects the
service quality through its own
usage level.

A

The service quality is determined based on
the usage levels of users.

Type-2 intervention: The
< intervention device controls the
service quality delivered to users.

The payoff of a user is determined
depending on its own usage level and the
service quality.

Fig. 1. Two types of intervention in a resource sharing scenario.

with two users and the system performance measured by the
average payoff of the two users. Our analysis is aimed at
answering the following two questions.

1) When can we construct an intervention scheme that im-
proves the suboptimal performance of non-cooperative
equilibrium?

2) When can we construct an intervention scheme that
achieves the best feasible performance?

Our analysis suggests that the answers to these questions
depend on the ability of the intervention device:

« Ability to monitor the actions of users (i.e., monitoring

technology),

« Ability to affect the payoffs of users through its actions

(i.e., intervention capability).

The discussion on the example in Section III-B shows that
an intervention scheme can improve the performance of non-
cooperative equilibrium when the monitoring technology is
sufficiently accurate. This result is reinforced by the analytical
results and the example in Section IV, which considers the
case of perfect monitoring. The analytical result in Sec-
tion III-A shows that intervention schemes may not achieve
the best feasible performance when the monitoring technology
is noisy. On the other hand, the analytical results and the
example in Section IV show that intervention schemes can
achieve the best feasible performance when monitoring is
perfect and the intervention device has a sufficiently strong
intervention capability. When signals are noisy, the manager
can provide incentives by triggering a punishment following
signals that are more likely to occur when users deviate.
When these signals occur with positive probability even when
users do not deviate, punishment happens from time to time
at equilibrium, which results in a performance loss. On the
contrary, when signals are perfectly accurate, punishment
through intervention can be used only as a threat, which
is never used at equilibrium. Thus, in the case of perfect
monitoring, it is possible for the manager to achieve a desired
operating point without incurring a performance loss.

The rest of this paper is organized as follows. In Section II,
we formulate intervention games, develop a solution concept
of intervention equilibrium, and show its existence in a finite
intervention game. In Sections III and IV, we derive analyt-
ical results and discuss illustrative examples in the cases of
imperfect and perfect monitoring, respectively. In Section V,
we compare intervention schemes with existing approaches in
the literature. In Section VI, we conclude.

Payoff of & .
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N / “system performance

System
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Fig. 2. Performance improvement through an intervention scheme. (The
system performance is given by the average payoff, and a dotted line
represents the set of payoff profiles that yield the same system performance.)

II. INTERVENTION GAMES AND INTERVENTION
EQUILIBRIUM

We consider a system (e.g., a wireless network) where NV
users and an intervention device interact. The set of the users
is finite and denoted by N' = {1,..., N}. The action space
of user ¢ is denoted by A;, and a pure action for user i is
denoted by a; € A;, for all i € N. A pure action profile
is represented by a vector @ = (aq,...,an), and the set of
pure action profiles is denoted by A £ [Licar Ai- A mixed
action for user ¢ is a probability distribution over A; and
is denoted by «a; € A(A4;), where A(X) is the set of all
probability distributions over a set X. A mixed action profile
is represented by a vector o = (a1, ..., an) € [[;cnr A(As).
A mixed action profile of the users other than user ¢ is written
as a_; = (@1,...,Qi—1,Q+1,...,an) so that « can be
expressed as a = (a;, ;). Once a pure action profile of
the users is determined, a signal is realized from the set
of all possible signals, denoted Y, and is observed by the
intervention device. We represent the probability distribution
of signals by a mapping p : A — A(Y). That s, p(a) € A(Y)
denotes the probability distribution of signals given a pure
action profile a. When Y is finite, the probability that a signal
y is realized given a pure action profile a is denoted by p(y|a).
After observing the realized signal, the intervention device
takes its action, called an intervention action. We use ag, v,
and Ap to denote a pure action, a mixed action, and the set
of pure actions for the intervention device, respectively.

Since the intervention device chooses its action after ob-
serving the signal, a strategy for it can be represented by a
mapping f : Y — A(Ap), which is called an infervention
rule. That is, f(y) € A(Ap) denotes the mixed action for
the intervention device when it observes a signal y. When A
is finite, the probability that the intervention device takes an
action ag given a signal y is denoted by f(ao|y). The set of all
possible intervention rules is denoted by F. There is a system
manager who determines the intervention rule used by the
intervention device. We assume that the manager can commit
to an intervention rule, for example, by using a protocol em-
bedded in the intervention device. The payoffs of the users and
the manager are determined by the actions of the intervention
device and the users and the realized signal. We denote the
payoff function of user i € N by u; : AgXx AxY — R and that
of the manager by ug : Ag x A XY — R. We call the pair
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(Y, p) the monitoring technology of the intervention device,
and call Ay its intervention capability. An intervention device
is characterized by these two, and we represent an intervention
scheme by ((Y, p), Ao, f)-

The game played by the manager and the users is formulated
as an intervention game, which is summarized by the data

I'= <N07 (Ai)iej\foa (ui)iENm (Y7 p)> )

where Ny £ N U {0}. The sequence of events in an
intervention game can be listed as follows.

1) The manager chooses an intervention rule f € F.

2) The users choose their actions o € [, A(A;) simul-
taneously, knowing the intervention rule f chosen by
the manager.

3) A pure action profile a is realized following the prob-
ability distribution «, and a signal y € Y is realized
following the probability distribution p(a).

4) The intervention device chooses its action ay € Ao
following the probability distribution f(y).

Ex ante payoffs, or expected payoffs given an intervention
rule and a pure action profile, can be computed by taking
expectations with respect to signals and intervention actions.
The ex ante payoff function of user ¢ is denoted by a function
v; + F x A — R, while that of the manager is denoted by
vp : F x A — R. We say that an intervention game is finite
if A;, fori € Ny, and Y are all finite. In a finite intervention
game, ex ante payoffs can be computed as

Ui(fa a) = Z Z ui(ao,a,y)f(ao|y)p(y|a),

y€Y apg€Aop

for all ¢ € Ay. Once the manager chooses an intervention rule
f, the users play a simultaneous game, whose normal form
representation is given by

Ly = (N, (As)ien (vi(f,"))ien) -

We predict actions chosen by the users given an intervention
rule f by applying the solution concept of Nash equilibrium
[11] to the induced game I'y. With an abuse of notation, we
extend the domain of v; to F x [],.\ A(4;) for all i € Ny
by taking expectation with respect to pure action profiles.

Definition 1: An intervention rule f € F sustains an action
profile o € J[,c\ A(4;) if o* is a Nash equilibrium of the
game 'y, ie.,

Ui(fv afa O‘*—z) > ’Ui(f, Qi aiz)

for all a; € A(A;), for all @ € N. An action profile a* is
sustainable if there exists an intervention rule f that sustains
or.

Let £(f) € [l;en A(A;) be the set of action profiles
sustained by f. We say that a pair (f,«) is attainable if
a € E(f). The manager’s problem is to find an attainable pair
that maximizes his ex ante payoff among all attainable pairs,
which leads to the following solution concept for intervention
games.

Definition 2: (f*,a*) € F x [[;en A(A;) is an interven-
tion equilibrium if o € £(f*) and

vo(f*, ™) > vo(f, ) forall (f, ) such that o € E(f).

f* € F is an optimal intervention rule if there exists an action
profile o € [];c - A(A;) such that (f*, ) is an intervention
equilibrium.
An intervention equilibrium solves the following optimiza-
tion problem:
{I;a))(vo(f, a) subject to a € E(f). (1)
, O
The constraint o € £(f) represents incentive constraints for
the users, which require that the users choose the action profile
a in their self-interest given the intervention rule f. The
problem (1) can be rewritten as max e r maxqcg(f) vo(f, ).
Then an intervention equilibrium can be considered as a
subgame perfect equilibrium (or Stackelberg equilibrium),
with an implicit assumption that the manager can induce the
users to choose the best Nash equilibrium for him in case of
multiple Nash equilibria. Our interpretation is that, in order
to achieve an intervention equilibrium (f*, «*), the manager
announces the intervention rule f* and recommends the action
profile a* to the users. Since o* € E(f*), the users do
not have an incentive to deviate unilaterally from o, and
o™ becomes a focal point [11] of the game I'y-. Below we
show the existence of an intervention equilibrium in a finite
intervention game.
Proposition 1: Every finite intervention game has an inter-
vention equilibrium.
We prove Proposition 1 using the following two lemmas.
Lemma 1: The correspondence £ : F = [];cn A(4;) is
nonempty, compact-valued, and upper hemi-continuous.
Proof: We can show that, for any f € F, the set £(f)
is nonempty by applying Nash Theorem [12] to I'y. Since
[Licnr A(A;) is bounded, it suffices to show that £ has a
closed graph to prove that £ is compact-valued and upper
hemi-continuous (u.h.c.) (see Theorem 3.4 of [13]). Choose a
sequence {(f™,a™)} with (f*,a™) — (f,a) and a™ € E(f™)
for all n. Suppose that « ¢ £(f). Then there exists ¢ € A such
that o; is not a best response to a_; in I'y. Then there exist
e > 0 and o} such that v;(f, o}, a—;) > v;(f, a;, a—;) + 3e.
Since v; is continuous and (f™, ™) — (f, ), for sufficiently
large n we have

Ui(fn7a/i7a11i) > vi(fa a;aafi) — €
> vi(f, o, ag) + 26 > v(f", o ) + €,

which contradicts o™ € E(f™). [ |
Define a function g F — R by v(f) =
max,eg(f) vo(f, ). For each f, £(f) is nonempty and com-
pact by Lemma 1 and wvo(f,-) is continuous. Hence, the
function ¥ is well-defined.
Lemma 2: The function ¥y is upper semi-continuous.
Proof: Let E(f) = {a € E(f) : vo(f, ) = 0o (f)}. Note
that E(f) is nonempty for all f. Fix f, and let {f™} be any
sequence converging to f. Choose a™ € E(f™), for all n. Let
vy = limsup,, ., Po(f™). Then there exists a subsequence
{f™} such that v§ = limwvo(f™*,a™). Since a™ € E(f™)
and £ is uwh.c., there exists a convergent subsequence of
{a™*}, called {a’}, whose limit point « is in £(f). Hence,
vy = limwg(f7,07) = vo(f,a) < Vo(f) since a € E(f). =
Note that, in a finite intervention game, the space of
intervention rules, , is equivalent to (A(Ag))Yl, which is
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compact. Therefore, a solution to max ¢ 9o (f) exists, which
establishes the existence of an intervention equilibrium. This
completes the proof of Proposition 1.

There can be multiple intervention equilibria, all of which
yield the same payoff for the manager. We can propose differ-
ent selection criteria for the manager to choose an intervention
equilibrium out of multiple ones. For example, the discussion
on affine intervention rules in Section IV-A is motivated by
the robustness of performance to mistakes by the users as well
as simplicity.

Recall that an intervention device is characterized by (Y, p)
and Ag. In this paper, we focus on the problem of finding an
optimal intervention rule when the manager has a particular
intervention device. However, we can think of a scenario
where the manager can select an intervention device from
multiple ones given the operating cost of each available
intervention device. Our analysis in this paper allows the man-
ager to evaluate the optimal performance achieved with each
intervention device. He can then select the best intervention
device taking into account both performance and cost.

III. PERFORMANCE WITH INTERVENTION UNDER
IMPERFECT MONITORING

A. Analytical Results

In this section, we maintain the following assumption.
Assumption 1: There exists an action for the intervention
device ag € Ap that satisfies

UO(&O, a, y) > U()(Cl(), a, y) for all ao 7é dOa

forallae Aand y € Y.

Assumption 1 asserts the existence of an intervention action
that is most preferred by the manager regardless of the action
profile of the users and the signal. We can interpret the most
preferred intervention action, ag, as the intervention action that
corresponds to no intervention. Then Assumption 1 states that
exerting intervention is costly for the manager, reflecting that
intervention typically degrades the overall performance. More-
over, there is some operational cost (e.g., energy consumption)
needed to exert intervention.

Define an intervention rule f by f(y) = do for all y. It
can be considered that the manager decides not to intervene
at all when he chooses f. Let 7o = sup(qvo(f, ),
UG = Supy SUP,ee(p) Vol f, @), and To = sup, ¢ (7 volf, a).
Do is the best performance that the manager can obtain when
the users are not subject to the incentive constraints (e.g.,
when the actions of the users can be completely controlled by
the manager). vy is the best performance when the manager
is required to satisfy the incentive constraints for the users.
Lastly, vg is the best performance when the manager does not
engage in active intervention. It is straightforward to see that
19 < vg < Dp. The following proposition provides a sufficient
condition on the intervention game for a gap between 7y and
Vg to exist.

Proposition 2: Suppose that the intervention game is finite,
p has full support (i.e., p(y|a) > 0 for all y and a), and there
is no a such that o € £(f) and vo(f, @) = Tp. Then v < To.

Proof: Suppose that the conclusion does not hold, i.e.,
1§ = Vp. Since the intervention game is finite, v is attained

by Proposition 1. Thus, there exists (f*,a*) such that o* €
E(f*) and wo(f*,a*) = Dy. Note that vy = vo(f*,a*) <
vo(f, ) < Tp. Hence, vo(f*, a*) = vo(f,*). Since p has
full support, we have f*(y) = f (y) for all y. This contradicts
the hypothesis that there is no « such that a € &( f) and
’Uo(f, a) = 7. |

When the intervention game is finite, vy is attained since
vp is continuous and (F x [],cnr A(As)) is compact. Since
vo(f,a) > wvo(f,a) for all «, for all f, we have Ty =
max, vo(f, a). In fact, when the intervention game is finite
and p has full support, f is the only intervention rule that can
attain the best feasible performance, 7y. When f sustains no
action profile that attains vy, the manager needs to trigger
a punishment following some signals in order to provide
appropriate incentives for the users to follow an action profile
such that vo(f, ) = To. However, since p has full support,
the punishment results in a performance loss, which prevents
the manager from achieving vg.

B. Illustrative Example (Type-2 Intervention)

We consider a wireless network where two users interfere
with each other. Each user has two pure actions, ar and
ap, which represent low and high resource usage levels,
respectively, and satisfy 0 < ay < ag. The service quality
is determined randomly given an action profile, and there are
two possible quality levels, ¥ and y, with 0 < y < g. The
service quality is realized following the distribution

p, if a=(ar,ar),
p(y|a’) = q, if a= (a‘HaaL) or (GL,GH),
r, ifa=(ag,any),

where 0 < r < ¢ < p < 1. The intervention device in
this example acts as a gatekeeper (i.e., type-2 intervention)
after observing the service quality, having two pure actions:
intervene (ag) and not intervene (ag). When the intervention
device does not intervene, a user receives a payoff given
by the product of the quality level and its own usage level,
ie., u;(ag,a,y) = ya; for all a and y, for i = 1,2.
When the intervention device does intervene, the service stops
completely and a user receives zero payoff regardless of its
usage level, i.e., u;(ao,a,y) = 0 for all @ and y, for i = 1, 2.
The payoff of the manager is set as the average payoff of the
users, i.e., ug(aog, a,y) = [u1(ao, a,y) + uz(ag, a,y)]/2. Note
that denoting the action of not intervening by ag is consistent
with Assumption 1. A communication scenario that fits into
this example is presented in Fig. 3.

Since there are only two pure actions for the intervention
device, we can represent & = [0,1] and use f(y) as the
probability of not intervening given the signal y. The ex ante
payoft function of user ¢ is given by

vi(f;a) = [p(la) f @)Y + (1 = p(yla) f(y)yla:-

The payoff matrix of the game I'f, i.e., the game when the
intervention device does not intervene at all, is displayed
in Table I, where we define yr, = ky + (1 — k)y, for
k = p,q,r. We assume that the game I‘f is the prianer’s
dilemma game, i.e., y,ag > Ypar > yrag > Ygar and
2ypar, > yg(ag+ar). Then without any intervention, it is the
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(Intervention No intervention:
Packets are

Transmitter 1 | packets
(User 1)
device) delivered
——{ Processor |—[ Gatekeeper
|
|
Transmitter 2 Intervention:
ntervention:
(USEI‘ 2) packets Packets are

dropped.

e Usage level of a user: the number of packets it places to the queue per second.

e Service quality: the service rate, i.e., the ratio of the number of packets
processed to the total placed. (The service rate is affected by the congestion level
as well as random factors such as channel conditions.)

e Payoff of a user: its data rate, i.e., the number of its packets transmitted to the
receiver per second.

Fig. 3. A communication scenario that fits into the example in Section III-B.

dominant strategy of each user to choose the high usage level,
which results in the inefficient Nash equilibrium. The manager
aims to improve the inefficiency of the Nash equilibrium
by providing appropriate incentives through intervention.! We
restrict attention to symmetric action profiles, assuming that
the manager desires to sustain a symmetric action profile.

Let wo(a) = supp{vo(f,a) : a € &E(f)}. That is,
wp(a) is the maximum payoff that the manager can obtain
while sustaining a given action profile «.. Since we focus on
symmetric action profiles and there are only two pure actions
for each user, let « € [0, 1] denote the probability of each user
playing ar. Then we can show that wy(0) = y,ay and, for
a € (0,1],

{(g=r)+a[(p=g)=(g=r)]}anar T

[(=r)an—(-qazl+al(par—gan)—(gaz—ram)] )’

if a(par, —qag)+ (1 — «a)(qar, —rag) > 0,
0, otherwise.

wo () =

)

The intervention rule that attains wg(0) is given by f (i.e., no
intervention), while the intervention rule that attains wo(«),
for o € (0,1], is given by f(y) = 1 and

_ __(quz=ram)+ol(par —gam)=(gar—ran)
F¥) = =ran—U-dar oler —gan)~(aar —ran)]

Y
Y

if a(par, — qan) + (1 — a)(gar — rag) > 0, and by
f@) = f(y) = 0 otherwise. We can think of a(par —
qag) + (1 — a)(qar, — rag) as a measure of the sensitivity
of signals between the two pure actions when the other user
plays a. When signals are sufficiently sensitive at «, an
intervention rule can sustain a with a positive payoff by
degrading the low quality only. On the contrary, when signals
are not sensitive, destroying all the payoffs is the only method
to sustain «, which yields zero payoff for the users. Note that,
when par, — gag < 0 and qar, — ragyg > 0, the pure action
profile (ar,ar) cannot be sustained with a positive payoff
while a completely mixed action profile can be. In this case,
signals are more sensitive to the action of a user when the
other user plays ay. Hence, by inducing the users to play ax
with positive probability, the manager can make the signal

'In this paper, we focus on the role of intervention schemes to improve
the prospect of cooperation by applying intervention to prisoner’s dilemma
situations. Intervention schemes can also be used to help users achieve
coordination by eliminating the multiplicity of Nash equilibria in coordination
games such as the battle of the sexes and the stag hunt [11]. For example, in
the stag-hunt game, an intervention scheme may induce players to choose the
payoft dominant (but not risk dominant) “all stag” equilibrium by intervening
in the hare hunt.

TABLE I
PAYOFF MATRIX OF THE GAME I 7 IN THE ILLUSTRATIVE EXAMPLE IN
SECTION III-B.

ar ag
ar, YparL, YpaL YqaL, YqaH
ag YqQH,> YqaL Yrag, YraHq

a more informative indicator of a deviation. This allows the
possibility that an intervention rule improves the performance
of non-cooperative equilibrium by sustaining a completely
mixed action profile even when the social optimum (ayr,ar)
cannot be sustained non-trivially. A similar discussion about
the advantage of using mixed actions can be found in [14] in
the context of the repeated prisoner’s dilemma game.

In this example, we have 0y = wo(0) = yram, To = Ypar,
and vy = max,e[o,1) Wo(a). We summarize the results about
the performance with intervention, vg, in the following propo-
sition.

Proposition 3: (i) Suppose that (a) par, — qag < 0 and

qgar, —rag < 0, or (b) par, — qay < qar, — ray and (p —
@)1 —7)—(¢g—7r)(1 —q) <0. Then v§ = .
(ii) Suppose that (c) par, —qamg > qar —rag > 0, (d) par, —
qapg > 0> qar—rag,or(e)0 < par—qag < qar—ray and
(p—q)(1=7)—(¢—7r)(1—¢q) > 0. Then v} = max{vg, wo(1)}.
(iii) Suppose that (f) par, — gqag < 0 < gar — ray and
(p—q)(1—r)—(g—7)(1—¢q) > 0. Then v§ = max{do, wo(a)},
where

_ qar, —rag
a= .
(gar —ram) — (par — qam)
Proof: See Appendix A. [ |
Fig. 4 shows that each of the three cases of v; = 7y,
vy = wo(@), and v = we(1l) can arise depending on the
parameter values. To obtain the results, we set ap = 1,

ag =119, =5,y =1, ¢ = 0.8, and r = 0.65 while
varying p = 0.9, 0.94,0.96. We can see that, as p increases,
the performance with intervention improves, getting closer to
its upper bound Ty. In fact, when v = wp(1), we have

(1 —p)ar(yqan — ypar)
(1 —glan — (1 =pag
which is consistent with Proposition 2. The gap between vy
and Dy vanishes as p approaches 1, while it increases with the
deviation gain (yqap — ypar). This result is intuitive because
punishment rarely occurs when p is close to 1 while a stronger

punishment is needed as the deviation gain is larger.

We can consider pricing schemes applied to this example,
by having the manager charge different payments depending
on the realized service quality. In order to find a pricing
scheme that sustains a certain action profile, the manager
needs to know how payments affect the payoffs of the users
(i.e., the function w;(ay, a, y), where ag is now interpreted as
the charged payments). Suppose, for example, that the payoff
of each user from resource usage is given by its data rates.
Since intervention influences data rates directly, it is relatively
easy to find out how intervention actions affect payoffs. In
contrast, finding out how payments affect payoffs requires the
manager to know how the users value payments relative to
data rates. This information is difficult to obtain since the

>0,

EQ—USZ



170 IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 30, NO. 1, JANUARY 2012

()
nN
(%]

,
‘

0 0.2 0.4 0.6 0.8 1

(a)

4.5

3.5 1

(o)
n
(6]

,
‘

0 0.2 0.4 0.6 0.8 1

(®)

)
nN
o

)
‘

0 . . . .
0 0.2 0.4 0.6 0.8 1

©

Fig. 4. The graph of the function wo(c) defined in (2): (a) v§ = o
(p = 0.9), (b) v, = wo(@) (p = 0.94), and () v = wo(1) (p = 0.96).
(The dotted lines display vo = ypar,.)

users’ valuations are subjective and thus not easily measurable.
This discussion points out the informational advantage of
intervention over pricing.

IV. PERFORMANCE WITH INTERVENTION UNDER PERFECT
MONITORING

A. Analytical Results

In this section, we consider the case where the intervention
device can observe the pure action profile without errors
(i.e., perfect monitoring), as stated formally in the following
assumption.

Assumption 2: 'Y = A, and only signal a can arise in the
distribution p(a) for all a € A.

With Assumption 2, we always have y = a, and thus we
write the payoff functions more compactly as u;(ag, a) instead
of u;(ag, a,a), for all : € Ny. We also maintain the following
two assumptions in this section.

Assumption 3: There exists an action for the intervention
device a, € Ap that satisfies, for all 7 € Ny,

u;(agy,a) > ui(ap,a) forall ag € Ap, forall a € A. (3)

Assumption 4: Ay is compact, and u; : Ag Xx A — R is
continuous for all i € N.

Assumption 3 states that there exists an intervention action
that is most preferred by the users and the manager regardless
of the action profile of the users. We can interpret g, in
Assumption 3 as the intervention action corresponding to no
intervention, similarly to ag in Assumption 1. Then Assump-
tion 3 implies that intervention can only reduce the payoffs of
the users and the manager.

In this section, we restrict attention to pure actions (both for
the users and for the intervention device) while allowing the
action spaces to be continuous spaces. Thus, an intervention
rule is represented by a mapping f : A — Ag, while user 7
chooses a pure action a; € A; given an intervention rule. Then
the ex ante payoff function is given by v;(f,a) = u;(f(a), a),
for all ¢ € NVy. We define a class of intervention rules.

Definition 3: fz : A — Ag is an extreme intervention rule
with target action profile a € A if f; satisfies

o fa(a) € argming,ea, ui(ag,a) if 3 i € N such that

a; # a; and a; = a; Vj # 4, and

e fa(a) = g, otherwise.

By Assumption 4, arg ming, e 4, u;(ag, @) is non-empty for
all @ € A and i € N. Thus, for every a € A, there
exists an extreme intervention rule with target action profile
a. An extreme intervention rule prescribes an intervention
action that minimizes the payoff of the deviator if there is
a unilateral deviation from the target action profile while
prescribing no intervention if there is no unilateral deviation.
Hence, an extreme intervention rule provides the strongest
incentive for the users to follow a given target action profile.
Let E(F) = UjserE(f). That is, E(F) is the set of all
sustainable action profiles.

Lemma 3: If a* € E(F), then a* € E(fq+).

Proof: Suppose that a* € E£(F). Then there exists an
intervention rule f such that v;(f,a*) > v;(f, a;,a*;) for
all a; € A;, for all 7 € N. Then we obtain v;(fq-,a*)
Ui(@o, CL*) > ul(f(a*)v CL*) > ui(f(aiv aii)v Qs a*—z)
wi(far (@i, a*;),ai,0* ;) = vi(for,ai,a*;) for all a; # af,
for all € A/, where the first inequality follows from (3) and
the third from the definition of extreme intervention rules. W

Vvl
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Let £&* = {a € A:a € &(f,)}. The following results are
the consequences of Lemma 3.

Proposition 4: (i) E(F) = &E*.

(ii) If (f*,a*) is an intervention equilibrium, then (fu-,a™)
is also an intervention equilibrium.

Proof: (i) Let a* € &*. Then a* € E(fu+) C E(F).
Hence, £* C £(F). The other inclusion £(F) C £* follows
from Lemma 3.

(ii) Suppose that (f*,a*) is an intervention equilibrium.
Then by Definition 2, a* € E(f*) and vo(f*,a*) > vo(f,a)
for all (f,a) € F x A such that a € E(f). Since a* € E(F),
a* € E(fq~) by Lemma 3. Hence, vo(f*,a*) > vo(fo~,a™).
On the other hand, since f,(a*) = a,, we have vo(f*,a*) <
vo(far,a*) by (3). Therefore, vo(f*,a*) = vo(far,a™), and
thus vo(fox,a*) > vo(f,a) for all (f,a) € F x A such
that a € £(f). This proves that (f,+,a™) is an intervention
equilibrium. [ ]

Proposition 4 shows that it is without loss of generality
to restrict attention to pairs of the form (f,,a) when we ask
whether a given action profile is sustainable and whether there
exists an intervention equilibrium. The basic idea is that, in
order to sustain an action profile, it suffices to consider an in-
tervention rule that punishes a deviator most severely. The role
of extreme intervention rules is analogous to that of optimal
penal codes [15] in repeated games with perfect monitoring.
The following proposition characterizes intervention equilibria
among pairs of the form (f,,a).

Proposition 5: (fq+,a*) is an intervention equilibrium if
and only if a* € £* and ug(gay, a™) > uo(agy,a) forall a € £*.

Proof: Suppose that (fu+,a*) is an intervention equi-
librium. Then a* € &(fq+), and thus a* € &*. Also,
vo(fax,a*) > vo(f,a) for all (f,a) such that a € E(f).
Choose any a € £*. Then a € £(f,), and thus up(ay, a*) =
v0(far0%) = vo(far @) = up(ag, a).

Suppose that a* € £* and ug(agy, a*) > uo(ay,a) for all
a € £*. To prove that (fy«,a™) is an intervention equilibrium,
we need to show that (i) a* € E(f,+), and (ii) vo(fqar,a™) >
vo(f,a) forall (f,a) suchthata € E(f). (i) follows from a* €
&*. To prove (ii), choose any (f,a) such that a € £(f). By
Lemma 3, we have a € £*. Then vy (fox,a*) = ug(agy, a™) >
uo(ag, a) > vo(f,a), where the first inequality follows from
a€t*. ]

Proposition 5 shows that the pair (f,,a) constitutes an
intervention equilibrium if a solves

max uo(ao, @). “)
The next proposition provides a sufficient condition under
which an intervention equilibrium exists.
Proposition 6: If A; is a bounded set in Euclidean space
for all 7 € N\, then there exists an intervention equilibrium.
Proof: By Proposition 4(ii) and Proposition 5, an in-
tervention equilibrium exists if and only if there exists a
solution to the problem (4). Since ug(ay,a) is continuous in
a, the result follows if we show that the constraint set £*
is compact. Since £* C A and A is bounded, £* is also
bounded. Let G;(a) £ argming, e, ui(ag,a) for all a € A,
for all i € V. By the Theorem of the Maximum [13], G;(a) is
compact-valued and u.h.c. To show that £* is closed, choose

a sequence {a"} with ¢ — a* and o™ € &* for all n.
Choose any ¢ € N and a) € A;. Let {aj} be a sequence
such that af € G;(al,a™;) for all n. Since a™ € E(fun), we
have u;(ag,a™) > w;(ad, al,a™,;). Also, since G;(a) is uw.h.c.,
there exists a convergent subsequence of {a{} whose limit
point af is in G;(a}, a* ;). Since u; is continuous, we obtain
ui(ag,a*) > wui(ag,a},a*,;) by taking limits. This proves
a* € E(fqx) and thus a* € £*. [

Now we turn to the question of whether the best feasible
performance, 7, can be achieved with intervention. At an
intervention equilibrium of the form (f,~,a*), intervention
exists only as a threat to deter deviation, and no intervention
is exerted as long as the users follow the target action profile.
This contrasts with the imperfect monitoring scenario consid-
ered in Proposition 2, where providing incentives requires that
intervention be used sometimes even when the users follow
the target action profile, which results in a performance loss.
Thus, with perfect monitoring, it is possible for an intervention
scheme to achieve the best feasible performance as long as the
intervention capability is sufficiently strong. This discussion is
formally stated below as a corollary of Proposition 5. Note that
Tp = SUP,e 4 Uo(ag, @), wWhich is attained when A is compact.

Corollary 1: If a° c arg maxqe A to(ag,a) and
ui(ag,a®) > ui(fee(a;,a;),a;,a%;) for all a; € A,
for all i € N, then v = 7y.

Extreme intervention rules are useful to characterize sustain-
able action profiles and intervention equilibria. However, they
may not be desirable in practice. For example, when a user
chooses an action different from the target action by mistake
(i.e., trembling hands), an extreme intervention rule triggers
the most severe punishment for the user, which may result in
a large performance loss. Thus, it is of interest to investigate
intervention rules that use weaker punishments than extreme
intervention rules do. To obtain concrete results, we assume
that A; = [g;,a;] C R with a; < @; for all i € N in the
remainder of this subsection. Below we define another class
of intervention rules.

Definition 4: fz . : A — Ao is a (truncated) affine inter-
vention rule with target action profile a € A and intervention
rate profile c € RN if

facla) =le- (a—a) +agly ,

where [z]? = min{max{z, a}, 3}.

The following proposition constructs an affine intervention
rule to sustain an interior target action profile in the differen-
tiable payoff case.

Proposition 7: Let a* € A be an action profile such that
al € (a;,a;) for all i € N. Suppose that, for all i € N, u;
is twice continuously differentiable and u;(ag, a*) is strictly
decreasing in ag on [ag, Gg]. Let

. Ouilag,a*)/0a;

“= Oui(ag, a*)/dag
for all i € N.2 Suppose that
6211,1‘

W(Q()?ai?a*—i) <0 forall a; € (a;,a;)

&)

*We define Ou;(ag,a*)/dao as the right partial derivative of w; with
respect to ag at (ag,a*).
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for all 7 € A such that ¢f =0,

2
aaug (a()aah ) < 0 fOr all al (Qi7ar)7
92w, 02w 0%u;

w2 Ui g T T
(c}) a2 + 2¢; da;0a0 T da? —

(left-hand side evaluated at (¢} (a;

for all a; €

a;) +ay, ai,a’ ;)
(a;, min{@;, a; + (@o — ag)/c; }), and

ou;
Oa;

(ap,a;,a*;) <0 forall a; € (a + (@o — ay)/c},a;)

for all ¢ € A/ such that ¢} > 0, and

gz (@0, as,a*;) >0 forall a; € (q;,a’ + (@o — ag)/c),
A2 02u, A2
*\2 2 * (] 7
* QeF <0
(CZ) 8(1(2) + € 8(%8@0 + 6&? -

(left-hand side evaluated at (¢

for all a; €

;’k(ai - a:) + ay, ai, aiz))
(max{a;,a; + (Go — ag)/c} },a}), and

0%u;

ey *,) <0 foralla,; €
a;

(aOv ai,a (arv Ei)
for all i € NV such that ¢; < 0. Then f,+ .+ sustains a*.
Proof: See the Appendix of [1]. [ ]
Note that du;(agy,a*)/0ag < 0 for all ¢ € N since
u;(ag,a*) is strictly decreasing in ag. Thus, ¢}, defined in
(5), has the same sign as du;(ag, a*)/da;. With Ay = [ag, do],
the intervention action can be interpreted as the intervention
level, and at the target action profile a* the users receive
higher payoffs as the intervention level is smaller. The affine
intervention rule fu« .-, constructed in Proposition 7, has
the properties that the intervention device uses the minimum
intervention level a, when the users choose the target action
profile a*, ie., fg-c(a*) = ag, and that the intervention
level increases in the rate of |cf| as user ¢ deviates to
the direction in which its payoff increases at (ay,a*). The
expression of ¢} in (5) has an intuitive explanation. Since ¢ is
proportional to du;(ag,a*)/da; and inversely proportional to
—0u;(ag, a*)/dao, a user faces a higher intervention rate as its
incentive to deviate from (a,,a*) is stronger and as a change
in the intervention level has a smaller impact on its payoff.
The intervention level does not react to the action of user ¢
when ¢ = 0, because user ¢ chooses a; in its self-interest
even when the intervention level is fixed at q, provided that
the other users choose a* ;. Finally, we note that if (f* a*)
is an intervention equ111br1um and fo~ . sustains a* for some
¢, then (fg+ c,a*) is also an intervention equilibrium, since
fa*,c(a*) = 4g.

3We define (o, 8) = @ if a > f.

B. Illustrative Example (Type-1 Intervention)

As an illustrative example, we consider another resource
sharing scenario in a wireless network where N > 2 users
and an intervention device interfere with each other. In this
example, the intervention device engages in type-1 interven-
tion, affecting the service quality through its usage level. The
actions of the users and the intervention device are their usage
levels, and the action space is given by A; = [0,a;] for
all ¢ € Ny. @; denotes the maximum usage level of user
i, and @ denotes that of the intervention device, which can
be considered as its intervention capability. We assume that
a; > q/2b for all i € N, while imposing no restriction on
ap. The service quality is determined by the total usage level,
ao + 2N | a;, following the relationship

N +
ao + E a; R
=1

where ¢,b > 0 and [z]T = max{x,0}. The payoff of user
i € N is given by the product of the service quality and its
own usage level,

Q(aﬂva‘) = q_b

ui(ao, a) = Q(ao, a)a;. (6)

The payoff of the manager is given by the average payoff of
the users,

1
ug(ag,a) = N Zui(ao,a

=1
u;(ag,a) is weakly decreasing in ag for all a, and thus we
can consider an extreme intervention rule that takes the value
ap whenever a unilateral deviation occurs.

In this example, we have Ty = q2 /AND, which is achieved
when ap = 0 and Zfil a; = q/2b. The symmetric action
profile that attains Ty is thus (az, ..., a;), where a; = q/2Nb.
On the other hand, the best performance at the non-cooperative
equilibrium without intervention (i.e., when ag is held fixed
at 0) is given by 99 = ¢*/(N + 1)?b, which is attained at
(an,...,an), where ap, = q/(N + 1)b. Note that a, > a.
Hence, the goal of the manager is to limit the usage levels of
the users by using intervention as a threat. In the following
proposition, we investigate the best performance with inter-
vention, vg, as we vary ao.

Proposition 8: (i) v = vg if and only if @y = 0.

(ii) v§ = Dy if and only if @y > @y’ £ (VN —1)%q/2Nb.
(iil) v is strictly increasing with @ ag on [0,ag"™"].
Proof: See Appendix B. [ |

Since u; is weakly decreasing in ag, the set £* is weakly ex-
panding as the intervention capability ay is larger. This implies
that the performance with intervention v is weakly increasing
with @p. Proposition 8 shows that the performance with
intervention improves as @ increases, eventually reaching the
best feasible performance when @, > @g*". Thus, a@g""" can
be interpreted as the minimum intervention capability for an
intervention scheme to achieve the best feasible performance.
We can show that @J*"" is increasing and concave in N.
Fig. 5 plots the set E* = &(F) as dark regions for the
different values of @y with parameters N = 2, ¢ = 12,
b =1, and a; = a2 = 12. We can see that £* expands
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Fig. 5. Plot of £* as dark regions for the different values of @p in the example in Section IV-B.

as ap increases. When Gy = 0, £* has only two elements,
(an,an) = (4,4) and (12,12). When Gy = 0.1, there are more
action profiles in £*. However, the symmetric social optimum
(ar,a;) = (3,3) does not belong to £*, and Proposition 5
implies that the action profile (a1, as) that minimizes a; + as
among those in £* constitutes an intervention equilibrium.
When @y > (v/2 — 1)2q/4b ~ 0.51, the action profiles in
E* that satisfy a; + ag = 2a; = 6 constitute an intervention
equilibrium, as all of them yield the best feasible performance
To. When @y > ¢/b = 12, the punishment from G is strong
enough to make any action profile sustainable, i.e., £ = A

Applying Proposition 7, we can construct an affine in-
tervention rule that sustains an action profile a* such that
ar € (0,a;) for all i € N and Y1, af < q/b, provided
that the maximum intervention level @, is sufficiently large.
With the payoff functions in (6), the expression of ¢ in (5)
is given by

.ak

cia’) =L — ZL:J Y
ba; a;

for all ¢ € N. For example, the affine intervention rule

with target action profile (ai,...,a;) and the corresponding

intervention rate profile ¢*(ay, ..., a;) is expressed as

fla) = [(N— 1) (Z ai = 2%)1 : ™

Fig. 6 considers N = 2 and plots the payoff of user ¢
against its action a;, provided that the manager chooses the
intervention rule in (7) and the other user chooses q;. It also
assumes that @p is sufficiently large. Without intervention,
the best response of user i to a; is 3¢/8b, which shows the
instability of the symmetric social optimum (a;, a;). However,
when the intervention rule (7) is used, the intervention device
begins to intervene as user i increases its usage level from
a;. An increase in payoff due to the increased usage level is
more than offset by a decrease in payoff due to the quality
degradation from intervention. As a result, users do not gain
by a unilateral deviation from (a;, a;) under the intervention
rule (7).

ui A
payoff without
< intervention
ff with
affine infervention
o 4 3¢ EVRNG

Fig. 6. Plot of u; against a; when the manager chooses the affine intervention
rule (7) and the other user chooses a;.

V. COMPARISON WITH EXISTING APPROACHES

The literature has studied various methods to improve non-
cooperative outcomes. One such method is to use contractual
agreements. Contract theory is a field of economics that
studies how economic actors form contractual agreements,
covering the topics of incentives, information, and institutions
[16]. Since intervention schemes aim to motivate users to
take appropriate actions, our work shares a theme as well
as a formal framework with contract theory. However, most
works in contract theory deal with the principal-agent problem
using monetary payment as the incentive device (see, for
example, [17]). In contrast, our work focuses on the problem
of regulating selfish behavior in resource sharing by using
intervention within the system as the incentive device.

In game theory, correlated equilibrium is a solution concept
that extends Nash equilibrium and thus has the potential
to improve Nash equilibrium. A correlated equilibrium can
be implemented by having a mediator who determines an
action profile following a correlated distribution and makes
a confidential recommendation to each player [18]. In an
intervention game, the manager recommends a pure or mixed
action profile to users but does not use a correlated distribution
to determine the target action profile. Another difference is that
an intervention scheme uses an external punishment device
to prevent deviation, which is not present in the concept of
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correlated equilibrium. We also note that, for the prisoner’s
dilemma game where there is a dominant strategy for each
player, the set of correlated equilibria coincides with that of
Nash equilibria. This suggests that correlated equilibrium is
more useful for inducing coordination (see, for example, [19],
which considers a multiple access network) than for achieving
cooperation in a prisoner’s dilemma scenario, as considered in
this paper.

Another method used in game theory to expand the set of
Nash equilibria is repeated games. In a repeated game, players
monitor their behavior and choose their actions based on past
observations (see, for example, [5] and [20] for works that
apply the idea of repeated games to wireless communications).
Implementing an incentive scheme based on a repeated game
strategy requires long-term relationship among interacting
users, which may not exist especially in mobile, cognitive,
and vehicular networks. Moreover, a repeated game strategy
should be designed in accord with the self-interest of players in
order to ensure that they execute monitoring and punishment
or reward in a planned way. On the contrary, an intervention
scheme uses an external device for monitoring and executing
punishment. Hence, it can provide incentives for a dynamically
changing population, and the manager can prescribe any
feasible intervention rule according to his objective.

In the communications literature, Stackelberg games have
been used to improve Nash equilibrium (see, for example, [6]
and [21]). Stackelberg games divide users into two groups,
a leader and followers, and the leader takes an action before
the followers do. In intervention games, the manager is the
leader while users are followers, and the manager chooses
an intervention rule, which is a contingent plan, instead of
an action. Thus, intervention games are more suitable than
Stackelberg games when the leader is not a resource user but
a manager who regulates resource sharing by users.

Pricing schemes or taxation can also be used to induce
individuals to take socially desirable actions. Intervention af-
fects the payoffs of users by directly influencing their resource
usage, whereas pricing does so by using an outside instrument,
money. Thus, intervention schemes can be implemented more
robustly in that users cannot avoid intervention as long as
they use resources. In order to achieve a desired outcome
through an incentive scheme, the manager needs to know
the impact of the incentive device on the payoffs of users.
Since intervention affects the payoffs of users through physical
quantities associated with resource usage (e.g., throughput,
delay), which are easily measurable, this information is easier
to obtain when the manager uses an intervention scheme than
a pricing scheme, as discussed at the end of Section III-B.

Lastly, we discuss the difference between intervention and
mechanism design in the sense of [22, Ch. 23]. In a mecha-
nism design problem, the designer aims to obtain the private
information of agents while he can control the social choice
(e.g., aresource allocation). On the contrary, in an intervention
game, the manager aims to motivate users to take appropriate
actions while he has complete information about users (i.e.,
no private information).

VI. CONCLUSION AND FUTURE RESEARCH

In this paper, we have developed a game-theoretic frame-
work for the design and analysis of intervention schemes,
which are aimed to drive self-interested users towards a system
objective. Our results suggest that the manager can construct
an effective intervention scheme when he has an intervention
device with an accurate monitoring technology and a strong
intervention capability. We have illustrated our framework and
results with simple resource sharing scenarios in wireless com-
munications. However, the application of intervention schemes
is not limited to the problems considered in this paper; our
framework can be applied to a much broader set of problems
in communications, including power control and flow control,
as well as to various types of networks such as cognitive radio,
vehicular networks, peer-to-peer networks, and crowdsourcing
websites. Exploring the role of intervention in various specific
scenarios is left for future research. Another direction of future
research is to combine intervention with other game-theoretic
concepts. First, we can introduce intervention in repeated
games, where users and the intervention device choose their
actions depending on their past observations. We can also
allow the intervention manager to use a correlated distribution,
as in correlated equilibrium, when he determines the target
action profile. Intervention can then be exerted when a user
deviates from the recommended action. We can use the idea
of mechanism design to deal with a scenario where the
intervention manager has incomplete information about users.
In such a scenario, the manager first obtains reports from users
and then chooses an intervention rule depending on the reports.
Finally, intervention can be used in the context of bargaining
games, where the set of feasible payoffs in a bargaining game
is obtained from sustainable action profiles.

APPENDIX A
PROOF OF PROPOSITION 3

Proof: First, note that wy(0) > lim, o+ wo (). Suppose
that pay, — gag < 0 and gar, — rag < 0. Then wy(a) = 0
for all « € (0,1], and thus v = w(0) = ¥p. This covers
condition (a) in Proposition 3. Now suppose that at least one
of the two inequalities par — gag > 0 and gayp —rag > 0
holds. We consider three cases.

Case 1: par — qag = qar — rag.

In this case, a(par — qam) + (1 — a)(qar —rag) > 0 is
satisfied for all « € (0,1}, and wo(«) is increasing on (0, 1].
Thus, we obtain v§ = max{w(0), wo(1)}.

Case 2: pay, — qag > qar — ray.

alpar, —qag) + (1 — a)(qar — rag) > 0 if and only if

a> —(qaL - mH)
~ (par —qam) — (qar —ram)

; ®)

where the right-hand side of (8) is smaller than 1. Also, par, —
qag > qar — rag implies p — ¢ > q¢ — r. We can show that
the sign of the first derivative of wg at any « € (0, 1) is equal
to that of (p — q)(1 — ) — (¢ — r)(1 — ¢), which is positive.
Hence, we have v§ = max{w(0),wo(1)}. Combining Cases
1 and 2 covers conditions (c) and (d).

Case 3: par, —qag < qar — rag.
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a(par, — qag) + (1 — a)(qar, — rag) > 0 if and only if
a < @. Also, the sign of the first derivative of wy is equal to
that of (p — ¢)(1 —7) — (¢ —7)(1 —q).

Case 3-1: 0 < par —qag < qar —rag.

We have @ > 1. Thus, wy is increasing on (0,1] if (p —
q)(1 —7r)—(¢g—r)(1 —¢q) > 0 and non-increasing if (p —
(11— (g—r)(1—q) <0,

Case 3-2: par, — qag <0< qar —rag.

We have @ < 1. Thus, wy is increasing on (0,@] if (p —
q)(1 —=7r)— (¢ —r)(1 —¢q) > 0 and non-increasing if (p —
(1 —1)—(g—r)(1—q) <0,

These results cover conditions (b), (e), and (f). [ |

APPENDIX B
PROOF OF PROPOSITION 8

Proof: (Sketch) Note that uo(0,a) depends on a only
through Zf;l a;. ug(0,a) is increasing in Z]\Ll a; for 0 <
SN a; < q/2b, reaches the maximum at 3" a; = ¢/2b,
is decreasing in Zi\; a; for q/2b < Zi\;l a; < ¢/b, and
remains at zero for ) ", a; > q/b.

(1) If ag = 0, then vy = ?o by definition. To show the
converse, suppose that @y > 0. Since the payoff function is
continuous, we can show that (a,—e, ..., ap—e¢) is sustainable
for sufficiently small € > 0, which yields vg > g.

(ii) We have vj = wo if and only if there exists a
sustainable action profile a such that Zf\il a; = q/2b. Given
Zf;l a; = q/2b, the incentive for user i to deviate is
stronger as a; is smaller. Hence, it suffices to check whether
the symmetric action profile (a;,...,a;) is sustainable. By
Lemma 3, (ai,...,a;) is sustainable if and only if

max [q — b(@y + (N — 1)a; + a;)]"a; < ¢*/4NbD,
a;€[0,a;]
which is equivalent to @y > (vVN — 1)2¢/2Nb.

(iii) Choose @p,a, € [0,ay"™"] with @y < @p. Let v and
(v§)" be the corresponding performances with intervention.
Since 0 < @y < 68”", there exists an action profile a that
attains vg with intervention capability Gy and satisfies ¢/2b <
Zij\il a; < Nq/(N+1)b. We can show that (a1 —¢,...,an—
€) can be sustained with @, for sufficiently small ¢ > 0, which
implies (v§) > vg. [

REFERENCES

[1] J. Park and M. van der Schaar, “Incentive provision using intervention,”
in Proc. INFOCOM, 2011, pp. 571-575.

[2] G. Hardin, “The tragedy of the commons,” Science, vol. 162, no. 3859,
pp. 1243-1248, Dec. 1968.

[3] M. Felegyhazi and J.-P. Hubaux, “Game theory in wireless networks: a
tutorial,” EPFL Technical Report, LCA-REPORT-2006-002, Feb. 2006.

[4] A. Laufer and A. Leshem, “Distributed coordination of spectrum and
the Prisoner’s dilemma,” in Proc. DySPAN, 2005.

[5] M. Cagalj, S. Ganeriwal, I. Aad, and J.-P. Hubaux, “On selfish behavior
in CSMA/CA networks,” in Proc. INFOCOM, Miami, FL, Mar. 2005.

[6] R. T. Ma, V. Misra, and D. Rubenstein, “An analysis of generalized
slotted-Aloha protocols,” IEEE/ACM Trans. Netw., vol. 17, no. 3, pp.
936-949, Jun. 2009.

[7]1 J. Park and M. van der Schaar, “Stackelberg contention games in
multiuser networks,” EURASIP J. Advances Signal Process., vol. 2009,
Article ID 305978, 15 pages, 2009.

[8] J. Park and M. van der Schaar, “Designing incentive schemes based on
intervention: The case of imperfect monitoring,” in Proc. GameNets,
2011.

[9] R. Garg, A. Kamra, and V. Khurana, “A game-theoretic approach
towards congestion control in communication networks,” Comput. Com-
mun. Review, vol. 32, no. 3, pp. 47-61, Jul. 2002.

Y. Gai, H. Liu, and B. Krishnamachari, “A packet dropping-based
incentive mechanism for M/M/1 queues with selfish users,” in Proc.
IEEE INFOCOM, 2011.

D. Fudenberg and J. Tirole, Game Theory. Cambridge, MA: MIT Press,
1991.

J. F. Nash, “Equilibrium points in n-person games,” Proc. Nat. Academy
Sci., vol. 36, no. 1, pp. 4849, Jan. 1950.

N. L. Stokey and R. E. Lucas (with E. C. Prescott), Recursive Methods
in Economic Dynamics. Cambridge, MA: Harvard Univ. Press, 1989.
M. Kandori and I. Obara, “Efficiency in repeated games revisited: the
role of private strategies,” Econometrica, vol. 74, no. 2, pp. 499-519,
Mar. 2006.

D. Abreu, “On the theory of infinitely repeated games with discounting,”
Econometrica, vol. 56, no. 2, pp. 383-396 , Mar. 1988.

P. Bolton and M. Dewatripont, Contract Theory. Cambridge, MA: MIT
Press, 2005.

B. Holmstrom, “Moral hazard in teams,” Bell J. Econ., vol. 13, no. 2,
pp. 324-340, Autumn 1982.

R. Myerson, Game Theory: Analysis of Conflict. Cambridge, MA:
Harvard Univ. Press, 1991.

E. Altman, N. Bonneau, and M. Debbah, “Correlated equilibrium in
access control for wireless communications,” in Proc. Networking, 2006,
pp-173-183.

S. Buchegger and J.-Y. Le Boudec, “Performance analysis of the
CONFIDANT protocol (Cooperation Of Nodes: Fairness In Dynamic
Ad-hoc NeTworks),” in Proc. MobiHoc, 2002, pp.226-236.

Y. A. Korilis, A. A. Lazar, and A. Orda, “Achieving network optima
using Stackelberg routing strategies,” IEEE/ACM Trans. Netw., vol. 5,
no. 1, pp. 161-173, Feb. 1997.

A. Mas-Colell, M. D. Whinston, and J. R. Green, Microeconomic
Theory, Oxford, U.K.: Oxford Univ. Press, 1995.

[10]

[11]
[12]
[13]

[14]

[15]
[16]
[17]
[18]

[19]

[20]

[21]

[22]

Jaeok Park received the B.A. degree in economics from Yonsei University,
Seoul, Korea, in 2003, and the M.A. and Ph.D. degrees in economics from
the University of California, Los Angeles, in 2005 and 2009, respectively.

He is currently an Assistant Professor in the School of Economics at Yonsei
University, Seoul, Korea. From 2009 to 2011, he was a Postdoctoral Scholar
in the Electrical Engineering Department at the University of California,
Los Angeles. From 2006 to 2008, he served in the Republic of Korea
Army. His research interests include game theory, mechanism design, network
economics, and wireless communication.

Mihaela van der Schaar (F’10) is Chancellor’s Professor of Electrical Engi-
neering at the University of California, Los Angeles. She is a Distinguished
Lecturer of the Communications Society for 2011-2012, the Editor in Chief
of IEEE Transactions on Multimedia and a member of the Editorial Board of
IEEE Journal on Selected Topics in Signal Processing. She holds 33 granted
US patents and received several best paper awards. More information can be
found at http://medianetlab.ee.ucla.edu/.




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket true
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage false
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile (None)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Average
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Cadmus MediaWorks settings for Acrobat Distiller 8)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


